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1
SERVER IMPLEMENTED GEOGRAPHIC
INFORMATION SYSTEM WITH
GRAPHICAL INTERFACE

TECHNICAL FIELD

The subject matter disclosed herein generally relates to
machines configured to process data. Specifically, example
embodiments relate to a server implemented geographic
information system.

BACKGROUND

A geographic information system (GIS) is a system
designed to capture, store, manipulate, analyze, manage, and
present geospatial data. Typically, a GIS uses a spatio-
temporal location as the key index variable for all other
information and calculations. A GIS can relate otherwise
unrelated information (e.g., geographic data) by using loca-
tion as the key index variable. Thus, any variable that can be
located spatially can be referenced using a GIS. Locations in
Earth space-time may be recorded as dates/times of occur-
rence, and X, y, and z coordinates representing longitude,
latitude, and elevation, respectively.

BRIEF DESCRIPTION OF THE DRAWINGS

Various ones of the appended drawings merely illustrate
example embodiments of the present inventive subject mat-
ter and cannot be considered as limiting its scope.

FIG. 1 is a network diagram illustrating a network envi-
ronment suitable for generating and presenting a tile cache
based on geospatial data, according to some example
embodiments.

FIG. 2 is a block diagram illustrating components of a
geographic information system suitable to receive geospatial
data usable to generate and display a tile cache, according to
some example embodiments.

FIG. 3 is a flowchart illustrating operations of the geo-
graphic information system in performing a method of
obtaining geospatial data in order to generate and display a
tile cache, according to some example embodiments.

FIG. 4 is a flowchart illustrating operations of the geo-
graphic information system in performing a method for
determining and assigning a projection and coordinate sys-
tem to the obtained geospatial data, according to some
example embodiments.

FIG. 5 is a flowchart illustrating operations of the geo-
graphic information system in performing a method for
determining and assigning a projection and coordinate sys-
tem to the obtained geospatial data, according to some
example embodiments.

FIG. 6 is an interaction diagram illustrating various
example interactions between the geographic information
system, third party servers, and a client device, according to
some example embodiments.

FIG. 7 is a diagram illustrating a user interface for
presenting a geospatial data usable by the geographic infor-
mation system to generate and display a tile cache, accord-
ing to some example embodiments.

FIG. 8 is a diagram illustrating a user interface for
presenting a base map usable by the geographic information
system as a reference to determine a projection and coordi-
nate system to apply to the obtained geospatial data, accord-
ing to some example embodiments.

FIG. 9 is a diagram illustrating a user interface configured
to receive user inputs defining common landmarks of the
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2

geospatial data and the base map in order to determine a
projection and coordinate system, according to some
example embodiments.

FIG. 10 is a diagram illustrating a user interface config-
ured to receive user inputs adjusting a position of the
geospatial data in relative to the base map in order to
determine a projection and coordinate system, according to
some example embodiments.

FIG. 11 is a block diagram illustrating components of a
machine, according to some example embodiments, able to
read instructions from a machine-readable medium and
perform any one or more of the methodologies discussed
herein.

DETAILED DESCRIPTION

Example embodiments described herein pertain to a geo-
graphic information system (GIS) configured to receive
geospatial data from a multitude of sources, and use the
geospatial data to generate and display a tile cache. The GIS
may be or include a group of one or more server machines
configured to provide one or more GIS services. A client
device may accordingly request and receive, from the GIS,
a tile cache based on multiple geospatial data inputs, as well
as through geospatial data submitted via scripts or external
applications. The GIS may then determine an accurate
corresponding projection and coordinate system of the geo-
spatial data based on a user input, and in some example
embodiments may apply a transformation to the geospatial
data. Examples merely typify possible variations. Unless
explicitly stated otherwise, components and functions are
optional and may be combined or subdivided, and opera-
tions may vary in sequence or be combined or subdivided.
In the following description, for purposes of explanation,
numerous specific details are set forth to provide a thorough
understanding of example embodiments. It will be evident to
one skilled in the art, however, that the present subject
matter may be practiced without these specific details.

The GIS is configured (e.g., by one or more suitable
modules that include one or more processors) to obtain
geospatial data (e.g., images captured via satellite and aerial
sources), determine a projection and coordinate system of
the geospatial data based on user inputs and a base map or
corresponding metadata (e.g., a default projection and coor-
dinate system), apply transformations to the geospatial data,
and generate a tile cache useable by any conventional
mapping system, based on at least the geospatial data. A tile
cache is a collection of images made from geospatial data,
comprising images of the geospatial data at several different
scales. For example, based on the source data, and either
corresponding metadata (e.g., which includes a projection
and coordinate system) or a user input (e.g., defining the
projection and coordinate system), a determination may be
made regarding what “scales” are needed for the tile cache,
and the size of the tiles comprising the tile cache. The GIS
may obtain the geospatial data from a third party source, or
directly from a client device.

In some example embodiments, the GIS automatically
determines a projection and coordinate system of the geo-
spatial data based on corresponding metadata of the geo-
spatial data. Metadata is information about digital data.
Numerous metadata standards have been developed in the
area of geographic information systems, including at least
Federal Geographic Data Committee standard (FGDC),
Machine-Readable Cataloging record (MARC), and Dublin
Core. For example, the geospatial data may include meta-
data representing a longitude, latitude, and elevation values
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useable to determine an appropriate projection and coordi-
nate system to assign to the geospatial data. After obtaining
the geospatial data, the GIS checks the metadata of the
geospatial data to identify if there are longitude, latitude, and
elevation values. If the corresponding metadata includes the
coordinate values (e.g., longitude, latitude, and elevation
values), the GIS determines and assigns a projection and
coordinate system to the geospatial data. If the GIS deter-
mines that the corresponding metadata does not include any
coordinates usable by the GIS in determining a projection
and coordinate system, the GIS causes display of a notifi-
cation on the client device, prompting the user to provide
user inputs useable to identify the projection and coordinate
system of the geospatial data.

In instances where the geospatial data has no correspond-
ing longitude, latitude, and elevation values, the GIS deter-
mines a projection and coordinate system to assign to the
geospatial data based on user input. For example, the GIS is
configured to present the geospatial data at a client device,
displayed beside a base map, where the geospatial data and
the base map both represent a geographic region, and the
base map includes a corresponding base-projection and
base-coordinate system. The user input may include inputs
to “hand georectify” the geospatial data by manually select-
ing points on the geospatial data and the base map where the
selected points represent pairs of matching landmarks. Geo-
rectfiication is the digital alignment of a satellite or aerial
image with a map of the same area. In georectfiication, a
number of corresponding control points (e.g., landmarks
such as street intersections) are marked on both the image
(e.g., the geospatial data) and the map (e.g., the base map).
These locations become reference points in the subsequent
processing of the image. The GIS determines a projection
and coordinate system for the geospatial data based on at
least the base-projection and base-coordinate system of the
base map and the user inputs identifying the matching pairs
of identified points.

According to various example embodiments, the GIS is
further configured to apply a transformation to the geospatial
data at the server, based on the determined projection and
coordinate system. The transformations include: affine trans-
formations (e.g. in order to create a correctly georectified
version of the source data); converting between formats
(e.g., geotiff to a jpeg); converting the image to other
standard projections (e.g., as defined in the European Petro-
leum Survey Group, for example); changing the transpar-
ency and/or color of the data; or generating a composite
image based on multiple images (e.g., source data) imported
at different projections, such that the composite image is of
a single, uniform projection, and transparency. The trans-
formation of the geospatial data aligns the geospatial data
with the base map of the same area. For example, the server
may distort the geospatial data (e.g., satellite image) in such
a way as to put the image in the corresponding spatial
projection system of the base map. In some embodiments,
the transformation is applied to the geospatial data by a
conventional georectification application (e.g., the Geospa-
tial Data Extraction Library). With the transformed (e.g.,
georectified) geospatial data, the GIS generates a tile cache,
where the tile cache is a fraction of the size of the original
image.

As an illustrative example from a user perspective, sup-
pose a user launches an application configured to interact
with the GIS on a client device, and the application enables
the user to submit geospatial data to a server in order to
generate a tile cache useable by a conventional mapping
system. The GIS application may cause the display of a
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notification window on the client device, the user identifies
an aerial surveillance image (e.g., geospatial data) of a
geographic region. The aerial surveillance image may be
located within a local storage component of the client
device, or a third-party database. The user may use the client
device to transmit the aerial surveillance image to a server
of the GIS.

Having obtained the aerial surveillance image from the
user through the client device or a third-party server, the GIS
may then identify, determine, and assign a projection and
coordinate system to the aerial surveillance image, in order
to apply any necessary transformations to the aerial surveil-
lance image. If the GIS determines that the aerial surveil-
lance image has no associated metadata which identifies a
corresponding projection and coordinate system, the GIS
obtains a base map of the same geographic region of the
geospatial data (e.g., from the client device). The GIS may
then display the base map and the aerial surveillance image
within a graphical user interface presented on the client
device.

The user may then identify matching pairs of landmarks
located within the aerial surveillance image and the base
map through user inputs on the graphical user interface
displayed on the client device. After selecting a minimum
number of landmark pairs, the GIS identifies and assigns a
projection and coordinate system to the aerial surveillance
image. The GIS then applies a transformation to the aerial
surveillance image based on the assigned projection and
coordinate system.

Having applied a transformation to the aerial surveillance
image, the GIS generates a tile cache at the GIS server, and
delivers the tile cache to the client device. Additionally, the
user may choose to request individual tiles, or to download
the entire tile cache. The user may then use the individual
tiles, or the entire tile cache within any conventional map-
ping system to view the surveyed area.

FIG. 1 is a network diagram illustrating a network envi-
ronment 100 suitable for operating a GIS (e.g., geographic
information system application (GIS) 142), according to
some example embodiments. A networked system 102,
provides server-side functionality, via a network 104 (e.g.,
an Intranet, the Internet or a Wide Area Network (WAN)), to
one or more clients. FIG. 1 illustrates, for example, a web
client 112 (e.g. a web browser), client application(s) 114,
and a programmatic client 116 executing on respective client
device 110. It shall be appreciated that although the various
functional components of the system 100 are discussed in
the singular sense, multiple instances of one or more of the
various functional components may be employed.

An Application Program Interface (API) server 120 and a
web server 122 are coupled to, and provide programmatic
and web interfaces respectively to, one or more application
server 140. The application server(s) 140 host the GIS 142.
The application servers 140 are, in turn, shown to be coupled
to one or more database servers 124 that facilitate access to
one or more databases 126.

The GIS 142 is a server application with a web front-end
that obtains geospatial data and allows georectification (e.g.,
an application of transformations) of the geospatial data and
may output the data in various forms for the networked
system 102. For example, the GIS 142 may be configured to
obtain geospatial data, apply a georectification (e.g., trans-
formation) to the geospatial data, and output a tile cache
based on the georectified geospatial data. While the GIS 142
is shown in FIG. 1 to form part of the networked system 102,
it will be appreciated that, in alternative embodiments, the
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GIS 142 may form part of a system that is separate and
distinct from the networked system 102.

FIG. 1 also illustrates a third-party application 132,
executing on a third-party server 130, as having program-
matic access to the networked system 102 via the program-
matic interface provided by the API server 120. The third-
party server 130 may, for example, be a source of geospatial
data useable by the GIS 142.

FIG. 2 is a block diagram illustrating components of a
geographic information system (e.g., the GIS 142) suitable
to receive geospatial data, apply transformations, and gen-
erate and display a tile cache, according to some example
embodiments. As is understood by skilled artisans in the
relevant computer and Internet-related arts, each component
(e.g., a module or engine) illustrated in FIG. 2 represents a
set of executable software instructions and the correspond-
ing hardware (e.g., memory and processor) for executing the
instructions. The GIS 142 is shown as including a data
retrieval module 202, a coordinate module 204, a transfor-
mation module 206, a tile caching module 208, and a
presentation module 210, each of which is configured and
communicatively coupled to communicate with the other
modules (e.g., via a bus, shared memory, or a switch).

Geospatial data is obtained via the data retrieval module
202, from one or more data sources (e.g., the third-party
servers 130 or the client device 110). In such instances, the
data retrieval module 202 may receive a request to retrieve
geospatial data from the third party server 130, or from the
client device 110. For example, a user on the client device
110 may submit a request to the GIS 142 to retrieve
geospatial data. The request may identify a source of the
geospatial data at either the third-party server 130, or from
a location in client device 110. Responsive to receiving the
request the data retrieval module 202 retrieves the geospatial
data for the GIS 142 from the identified data source.

After obtaining the geospatial data, the data retrieval
module 202 provides the geospatial data to the coordinate
module 204. The coordinate module 204 is configured to
determine a projection and coordinate system of the geo-
spatial data. In some example embodiments, the coordinate
module 204 determines a projection and coordinate system
based on corresponding metadata of the geospatial data. For
example, the geospatial metadata may include coordinate
values representing longitude, latitude, and elevation. Based
on the coordinate values, the coordinate module 204 deter-
mines and assigns a projection and coordinate system to the
geospatial data.

In instances where the geospatial data has no correspond-
ing metadata, the coordinate module 204 determines a
projection and coordinate system of the geospatial data
based on user input. For example, the coordinate module
204 may receive user input from the client device 110
identifying matching pairs of landmarks on the geospatial
data and a base map, where the base map represents the same
geographic area as the geospatial data. The user inputs may,
for example, include sets of points which represent matching
landmark pairs located within the geospatial data and the
base map. With the sets of points, the coordinate module 204
may determine and assign a projection and coordinate
system to the geospatial data.

The transformation module 206 is configured to georec-
tify (e.g., apply a transformation) the geospatial data based
the projection and coordinate system determined by the
coordinate module 204. The transformation module 206
applies a transformation to the geospatial data. The trans-
formation converts the coordinate system in the geospatial
data to another coordinate system (e.g., the coordinate
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system of the base map). The transformation includes dis-
tortions applied to the geospatial data.

The tile caching module 208 is configured to obtain the
transformed geospatial data with corresponding projection
and coordinate system, and generate a tile cache based on
the transformed geospatial data. In a tile cache, the geospa-
tial data is tiled so that the geospatial data may be repre-
sented as a set of polygonal tiles. Tiling geospatial data
breaks the geospatial data into a manageable rectangular set,
or rows and columns of pixels, typically used to process a
large amount of data without consuming vast quantities of
computer memory. Thus, by tiling the geospatial data in
order to generate a tile cache of the geospatial data, the GIS
142 enables a user to process a large amount of geospatial
data without consuming large quantities of computer
memory.

The presentation module 210 is configured to present a
graphical user interface on the client device 110, where the
graphical user interface includes at least a presentation of the
geospatial data. In other example embodiments, the presen-
tation module 210 also causes the display of a base map and
the generated tile cache to the client device 110.

Any one or more of the modules described may be
implemented using hardware alone (e.g., one or more of the
processors 212 of a machine) or a combination of hardware
and software. For example, any module described of the GIS
142 may physically include an arrangement of one or more
of the processors 212 (e.g., a subset of or among the one or
more processors 212 of the machine) configured to perform
the operations described herein for that module. As another
example, any module of the GIS 142 may include software,
hardware, or both, that configures an arrangement of one or
more processors 212 (e.g., among the one or more proces-
sors 212 of the machine) to perform the operations described
herein for that module. Accordingly, different modules of the
GIS 142 may include and configure different arrangements
of such processors 212 or a single arrangement of such
processors 212 at different points in time. Moreover, any two
or more modules of the GIS 142 may be combined into a
single module, and the functions described herein for a
single module may be subdivided among multiple modules.
Furthermore, according to various example embodiments,
modules described herein as being implemented within a
single machine, database, or device may be distributed
across multiple machines, databases, or devices.

FIG. 3 is a flowchart illustrating operations of the GIS 142
in performing a method 300 of obtaining geospatial data in
order to generate a tile cache, according to some example
embodiments. The method 300 may be embodied in com-
puter-readable instructions for execution by one or more
processors such that the steps of the method 300 may be
performed in part or in whole by the components of the GIS
142; accordingly, the method 300 is described below by way
of example with reference thereto. However, it shall be
appreciated that the method 300 may be deployed on various
other hardware configurations and is not intended to be
limited to the GIS 142.

At operation 305, the data retrieval module 202 obtains
geospatial data. In some example embodiments the GIS 142
retrieves geospatial data responsive to a request from the
client device 110. For example, a user on the client device
110 may provide the GIS 142 with geospatial data directly,
or alternatively may identify a source of the geospatial data
on a third-party server 130 or a database server 124. The
geospatial data represents a geographic region, and may
include corresponding metadata.
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At operation 310, the coordinate module 204 assigns a
projection and coordinate system of the geospatial data. In
instances in which the metadata includes coordinate values
of the longitude, latitude, and elevation of the geospatial
data, the coordinate module 204 determines the projection
and coordinate system using the metadata of the geospatial
data. Example operations for carrying out operation 310 in
scenarios in which the metadata of the geospatial data is not
useable in determining a projection and coordinate system
are discussed below in reference to FIG. 4 and FIG. 5.

At operation 315, the transformation module 206 geo-
rectfies (e.g., applies a transformation) the geospatial data
based on at least the determined projection and coordinate
system. Georectification takes an image (e.g., the geospatial
data) that has not been adjusted to be in a known coordinate
system, and through applied transformations, puts the image
into a known coordinate system. As discussed above, a
projection and coordinate system may be determined by
identifying sets of matching points between the image (e.g.,
the geospatial data), and a base map which includes a known
projection and coordinate system. The transformation
includes rotation, distortion, and scaling of the geospatial
data.

At operation 320, the tile caching module 208 generates
a tile cache based on the transformed geospatial data. As
discussed above, a tile cache is a representation of the
geospatial data. In a tile cache, the geospatial data is
represented as a set of polygonal tiles, or polyhedral blocks,
such that no figures overlap and there are no gaps. The tile
caching module 208 generates a tile cache based on at least
the transformed geospatial data.

In some example embodiments, the GIS 142 assigns a
timestamp to the tile cache. The timestamp indicates a time
and date when the geospatial data was first obtained. For
example, the GIS 142 may obtain the time and date that the
data was obtained by checking the metadata of the geospa-
tial data. In some embodiments, a user may provide a
timestamp to the GIS 142 to be assigned to the geospatial
data. By assigning timestamps to the geospatial data, the
GIS 142 may enable a user to compare imagery taken on
different dates in order to see any changes that may have
occurred (e.g., pre-and-post-disaster imagery). Additionally,
the user may retrieve a tile cache from among one or more
tile caches the user previous created, based on a user query
which includes one or more criteria including a particular
time or projection system. Thus, in this way, a user may view
the most recent tile cache based on a query.

As shown in FIG. 4, one or more operations 311, 312, 313,
and 314 may be performed as part (e.g., a precursor task, a
subroutine, or portion) of operation 310 of method 300, in
which the coordinate module 204 determines and assigns a
projection and coordinate system to geospatial data, accord-
ing to some example embodiments. FIG. 4 depicts a scenario
when the geospatial data lacks useful corresponding meta-
data (e.g., longitude, latitude, or elevation values).

Operation 311 may be performed by the presentation
module 210. The presentation module 210 causes presenta-
tion of a graphical user interface including a display of a
graphical representation of the geospatial data on the client
device 110. The geospatial data may be of a file format that
does not include metadata useable to determine a projection
and coordinate system of the geospatial data. In some
example embodiments the graphical user interface may
include a file retrieval or entry field, enabling the user to
upload or select geospatial data to be displayed in the
graphical user interface at the client device 110. For
example, the user may upload geospatial data (e.g., a sur-
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veillance image from a drone) representative of a geographic
region to the application servers 140 to be accessed by the
GIS 142.

At operation 312, the coordinate module 204 presents
base map data (e.g., from database 126) of the geographic
region represented by the geospatial data selected by the
user in the graphical user interface. The base map includes
a corresponding base-projection and base-coordinate sys-
tem, useable by the coordinate module 204 to determine and
assign a projection and coordinate system to the geospatial
data. In some example embodiments, the base map may be
selected manually by the user via the graphical user interface
on client device 110. A user may search for a base map based
on at least some of search criteria and the geospatial data.
The GIS 142 may cause presentation of a set of base maps
in the graphical user interface for the user to select a base
map from.

In some example embodiments, the coordinate module
204 is further configured to automatically identify a base
map based on at least the geospatial data submitted by the
user. As an example, the geospatial data may include a
presentation of landmarks and features of a geographic
region, and based on the locations of the landmarks and
features relative to one another, the coordinate module 204
may search for and retrieve a set of base maps with similar
landmarks and features. The presentation module 210 causes
presentation of the set of base maps on the client device,
along with a set of graphical elements that allow the user to
select an appropriate base map.

At operation 313, the coordinate module 204 receives
user inputs identifying landmark pairs (e.g., coordinate
pairs) on the geospatial data and the base map. The presen-
tation module 210 may present the base map and the
geospatial data side by side in the graphical user interface.
The user may then select one or more pairs of matching
landmarks visible on the geospatial data and the base map.
The geospatial data may include a presentation of a geo-
graphic region. The base map therefore includes a presen-
tation of the same geographic region. The user may place
markers (e.g., pins, flags, poles, or indicators) at correspond-
ing locations on the geospatial data and the base map. For
example, both the base map and the geographic data may
include a presentation of a portion of a city with streets and
intersections, and the user may place a marker at an inter-
section visible in the geospatial data, and then place a
marker at the same intersection visible in the base map. In
some example embodiments, the coordinate module 204
requires a predetermined number of landmark pairs in order
to determine a projection and coordinate system of the
geospatial data. For example, the coordinate module 204
may require that the user provide at least three landmark
pairs.

At operation 314, the coordinate module 204 determines
a projection and coordinate system of the geospatial data
based on at least the user inputs and the base map.

As show in FIG. 5, one or more operations 515, 516, 517,
and 518 may be performed as an alternative part (e.g., a
precursor task, a subroutine, or portion) of operation 310 of
method 300, in which the coordinate module 204 determines
and assigns a projection and coordinate system to geospatial
data, according to some example embodiments. FIG. 5
depicts a scenario when the geospatial data lacks useful
corresponding metadata (e.g., longitude, latitude, or eleva-
tion values).

Operation 515 may be performed by the presentation
module 210. A user accessing the GIS 142 via the client
device 110, is presented with a graphical user interface
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including a display of the geospatial data on the client device
110. In some example embodiments, the geospatial data may
be transparently overlaid over a base map.

At operation 516, as in operation 312 of FIG. 4, the
coordinate module 204 retrieves and presents a base map
(e.g., from database 126) of the geographic region repre-
sented by the geospatial data selected by the user in the
graphical user interface. The base map includes a corre-
sponding base-projection and base-coordinate system, use-
able by the coordinate module 204 as reference values to
determine and assign a projection and coordinate system to
the geospatial data.

In some example embodiments, the presentation module
210 displays the geospatial data with transparency in the
graphical user interface along with the base map. At opera-
tion 517, the coordinate module 204 receives user inputs
adjusting a position of the geospatial data in the graphical
user interface to align the geospatial data with the base map.
For example, the user may adjust the position of the geo-
spatial data in the graphical user interface so that the
landmarks of the geospatial data line up with the matching
landmarks of the base map. The presentation module 210
may be configured to receive user inputs from the client
device 110 that scale the size of the geospatial data, and
adjust the position of the geospatial data in the graphical user
interface.

At operation 518, the coordinate module 204 determines
a projection and coordinate system of the geospatial data
based on at least the position of the geospatial data in the
graphical user interface relative to the base map, and the
base-project and base-coordinate system of the base map.

FIG. 6 is an interaction diagram depicting example
exchanges between the GIS 142, third-party servers 130, and
client device 110, consistent with some example embodi-
ments. At operation 602, geospatial data is generated (e.g.,
via aerial surveillance or a satellite) and stored in the
third-party servers 130. For example, a surveillance drone
may take a set of high resolution images and transmit the
images to the third-party server 130.

At operation 604, the GIS 142 obtains the geospatial data
from the third-party server 130. In some example embodi-
ments, the GIS 142 may obtain the geospatial data respon-
sive to receiving a request for the client device 110 via the
data retrieval module 202. For example, the request may
identify a source for the geospatial data, and an identifier of
the geospatial data. The data retrieval module 202 may then
retrieve the geospatial data based on at least the identified
source and identifier of the geospatial data.

At operation 606, the presentation module 210 of the GIS
142 causes the client device 110 to display the geospatial
data. At operation 608, the geospatial data is displayed on
the client device 110. In some example embodiments, the
presentation module 210 may also display a graphical user
interface on the client device 110. The graphical user inter-
face includes a presentation of the geospatial data. At
operation 610, the client device 110 receives one or more
user inputs on the geospatial data, the one or more user
inputs useable by the GIS 142 to determine a projection and
coordinate system of the geospatial data.

Atoperation 612, the GIS 142 determines a projection and
coordinate system of the geospatial data based on at least the
one or more user inputs received via the client device 110.
In some example embodiments, the coordinate module 204
may also check the geospatial data for corresponding meta-
data which may include coordinate values for longitude,
latitude, and elevation. At operation 614, having determined
an appropriate projection and coordinate system to apply to
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the geospatial data, the coordinate module 204 assigns the
projection and coordinate system to the geospatial data.

At operation 616, the transformation module 206 of the
GIS 142 georectifies (e.g., applies a transformation) the
geospatial data based on at least the assigned projection and
coordinate system. After applying appropriate transforma-
tions to the geospatial data, the tile caching module 208 of
the GIS 142 generates a tile cache. At operation 616, the tile
cache is presented on the client device 110.

FIG. 7 is a diagram illustrating a user interface (e.g., GIS
interface 700) for presenting geospatial data 702 usable by
the GIS 142 to generate and display a tile cache, according
to some example embodiments. The GIS interface 700 is
shown to include an imagery search field 710, configured to
enable a user to search for, select, retrieve, and upload
images (e.g., geospatial data 702) into the GIS 142. The
geospatial data 702 is usable by the GIS 142 to generate and
cause the display of a tile cache, according to some example
embodiments. The geospatial data 702 may include a single
image, or multiple images (e.g., captured by an aerial
surveillance drone or satellite) depicting a geographic
region. The geospatial data 702 may further include repre-
sentations of unique landmarks and features (e.g., 704, 706,
and 708).

In some example embodiments, the geospatial data 702
include a high-resolution image obtained via aerial surveil-
lance (e.g., drone, helicopter, airplane, satellite) and may be
transmitted to a server accessible by the GIS 142 (e.g., the
third-party server 130, the database server 124). In further
embodiments, the geospatial data may be received by a
client device 110, and uploaded into a server accessible by
the GIS 142 via the GIS interface 700. In further embodi-
ments, the geospatial data 702 may reside on the client
device 110, and may be uploaded to the servers (e.g.,
database servers 124) of the GIS 142.

A user accessing the GIS 142 on a client device 110 is
presented with the GIS interface 700, including the imagery
search field 710. The user may provide the imagery search
field 710 with search criteria (e.g., a file name, file source)
in order to retrieve one or more images and data to be
uploaded into the GIS 142, and to generate an present a tile
cache based on the uploaded image (e.g., geospatial data
702).

FIG. 8 is a diagram illustrating the GIS interface 700
displaying a base map 802 of the geographic region repre-
sented by geospatial data (e.g., geospatial data 702). The
coordinate module 204 of the GIS 142 uses the base map
802 to determine a projection and coordinate system of the
geospatial data (e.g., geospatial data 702). The base map 802
includes metadata (e.g., FGDC, MARC, Dublin Core) use-
able by the coordinate module 204 to determine a projection
and coordinate system of the geospatial data 702, as
described in the operations of FIG. 3 above. For example,
the corresponding metadata may include information defin-
ing coordinates of the base map 802 (e.g., longitude, lati-
tude, and elevation) that may be used by the coordinate
module 204 to determine and assign a projection and coor-
dinate system to the base map 802.

In some example embodiments, the GIS 142 may retrieve
the base map 802 in response to a user uploading geospatial
data (e.g., the geospatial data 702). The GIS 142 may search
for a base map (e.g., the base map 802) based on the
locations of one or more landmarks (e.g., 704, 706, and 708)
within the geospatial data (e.g., geospatial data 702), or a set
of coordinates corresponding to the geographic region rep-
resented by the geospatial data 702. Upon identifying a base
map (e.g., the base map 802) based on at least coordinates
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or the locations of the one or more landmarks (e.g., 704, 706,
and 708), the GIS 142 causes display of the base map 802
on the client device 110.

In further embodiments, a user may simply retrieve and
upload the base map 802 into the GIS 142 via the imagery
search field 710 by providing the imagery search field 710
with a file name and file location of the base map 802. The
base map 802 may reside within a server remote from the
GIS 142 (e.g., third-party server 130), or within the client
device 110. The GIS 142 may retrieve the base map 802
responsive to a command from the client device 110. In
some embodiments, the GIS 142 may retain a set of base
maps, including base map 802, within a local server (e.g.,
database server 124), and access the base map 802 respon-
sive to a command from the client device 110 identifying the
base map 802.

FIG. 9 is a diagram illustrating the GIS interface 700
including a presentation of the geospatial data 702 and the
base map 802, configured to receive one or more user inputs
904, 906, and 908 identifying matching landmark pairs
between geospatial data (e.g., the geospatial data 702), and
base map (e.g., the base map 802). Thus, a user on a client
device 110 may provide the GIS interface 700 with inputs
(e.g., inputs 904, 906, and 908) via a cursor 902, identifying
matching landmark pairs (e.g., 704, 706, and 708) between
the geospatial data 702 and the base map 802.

FIG. 10 is a diagram illustrating the GIS interface 700,
generated by the presentation module 210, configured to
receive a user input aligning geospatial data (e.g., geospatial
data 702) with a base map (e.g., the base map 802),
according to some example embodiments. For example, the
base map 802 may include a corresponding projection and
coordinate system. A user manipulating a cursor 1002 may
align the geospatial data 702 with the base map 802, such
that the landmarks of the geospatial data 702 occupy the
same location in the GIS interface 700 as the corresponding
landmarks of the base map 802. In response, the coordinate
module 204 may determine and apply the projection and
coordinate system of the base map 802 to the geospatial data
702, thus enabling the transformation module 206 to apply
a transformation to the geospatial data 702.

FIG. 11 is a block diagram illustrating components of a
machine 1100, according to some example embodiments,
able to read instructions 1124 from a machine-readable
medium 1122 (e.g., a non-transitory machine-readable
medium, a machine-readable storage medium, a computer-
readable storage medium, or any suitable combination
thereof) and perform any one or more of the methodologies
discussed herein, in whole or in part. Specifically, FIG. 11
shows the machine 1100 in the example form of a computer
system (e.g., a computer) within which the instructions 1124
(e.g., software, a program, an application, an applet, an app,
or other executable code) for causing the machine 1100 to
perform any one or more of the methodologies discussed
herein may be executed, in whole or in part.

In alternative embodiments, the machine 1100 operates as
a standalone device or may be communicatively coupled
(e.g., networked) to other machines. In a networked deploy-
ment, the machine 1100 may operate in the capacity of a
server machine or a client machine in a server-client network
environment, or as a peer machine in a distributed (e.g.,
peer-to-peer) network environment. The machine 1100 may
be a server computer, a client computer, a PC, a tablet
computer, a laptop computer, a netbook, a cellular tele-
phone, a smartphone, a set-top box (STB), a personal digital
assistant (PDA), a web appliance, a network router, a
network switch, a network bridge, or any machine capable
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of executing the instructions 1124, sequentially or otherwise,
that specify actions to be taken by that machine. Further,
while only a single machine is illustrated, the term
“machine” shall also be taken to include any collection of
machines that individually or jointly execute the instructions
1124 to perform all or part of any one or more of the
methodologies discussed herein.

The machine 1100 includes a processor 1102 (e.g., a
central processing unit (CPU), a graphics processing unit
(GPU), a digital signal processor (DSP), an application
specific integrated circuit (ASIC), a radio-frequency inte-
grated circuit (RFIC), or any suitable combination thereof),
a main memory 1104, and a static memory 1106, which are
configured to communicate with each other via a bus 1108.
The processor 1102 may contain solid-state digital micro-
circuits (e.g., electronic, optical, or both) that are configu-
rable, temporarily or permanently, by some or all of the
instructions 1124 such that the processor 1102 is configu-
rable to perform any one or more of the methodologies
described herein, in whole or in part. For example, a set of
one or more microcircuits of the processor 1102 may be
configurable to execute one or more modules (e.g., software
modules) described herein. In some example embodiments,
the processor 1102 is a multicore CPU (e.g., a dual-core
CPU, a quad-core CPU, or a 128-core CPU) within which
each of multiple cores is a separate processor that is able to
perform any one or more of the methodologies discussed
herein, in whole or in part. Although the beneficial effects
described herein may be provided by the machine 1100 with
at least the processor 1102, these same effects may be
provided by a different kind of machine that contains no
processors (e.g., a purely mechanical system, a purely
hydraulic system, or a hybrid mechanical-hydraulic system),
if such a processor-less machine is configured to perform
one or more of the methodologies described herein.

The machine 1100 may further include a graphics display
1110 (e.g., a plasma display panel (PDP), a light emitting
diode (LED) display, a liquid crystal display (LCD), a
projector, a cathode ray tube (CRT), or any other display
capable of displaying graphics or video). The machine 1100
may also include an input/output device 1112 (e.g., a key-
board or keypad, a mouse, or a trackpad), a storage unit
1116, an audio generation device 1118 (e.g., a sound card, an
amplifier, a speaker, a headphone jack, or any suitable
combination thereof), and a network interface device 1120.

The storage unit 1116 includes the machine-readable
medium 1122 (e.g., a tangible and non-transitory machine-
readable storage medium) on which are stored the instruc-
tions 1124 embodying any one or more of the methodologies
or functions described herein. The instructions 1124 may
also reside, completely or at least partially, within the main
memory 1104, within the processor 1102 (e.g., within the
processor’s cache memory), within the static memory 1106,
or all three, before or during execution thereof by the
machine 1100. Accordingly, the main memory 1104 and the
processor 1102 may be considered machine-readable media
(e.g., tangible and non-transitory machine-readable media).
The instructions 1124 may be transmitted or received over a
network 1126 via the network interface device 1120. For
example, the network interface device 1120 may communi-
cate the instructions 1124 using any one or more transfer
protocols (e.g., hypertext transfer protocol (HTTP)).

As used herein, the term “memory” refers to a machine-
readable medium able to store data temporarily or perma-
nently and may be taken to include, but not be limited to,
random-access memory (RAM), read-only memory (ROM),
buffer memory, flash memory, and cache memory. While the
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machine-readable medium 1122 is shown in an example
embodiment to be a single medium, the term “machine-
readable medium” should be taken to include a single
medium or multiple media (e.g., a centralized or distributed
database, or associated caches and servers) able to store the
instructions 1124. The term “machine-readable medium”
shall also be taken to include any medium, or combination
of multiple media, that is capable of storing the instructions
1124 for execution by the machine 1100, such that the
instructions 1124, when executed by one or more processors
of the machine 1100 (e.g., processor 1102), cause the
machine 1100 to perform any one or more of the method-
ologies described herein, in whole or in part. Accordingly, a
“machine-readable medium” refers to a single storage appa-
ratus or device, as well as cloud-based storage systems or
storage networks that include multiple storage apparatus or
devices. The term “machine-readable medium” shall accord-
ingly be taken to include, but not be limited to, one or more
tangible and non-transitory data repositories (e.g., data vol-
umes) in the example form of a solid-state memory chip, an
optical disc, a magnetic disc, or any suitable combination
thereof. A “non-transitory” machine-readable medium, as
used herein, specifically does not include propagating sig-
nals per se. In some example embodiments, the instructions
1124 for execution by the machine 1100 may be communi-
cated by a carrier medium. Examples of such a carrier
medium include a storage medium (e.g., a non-transitory
machine-readable storage medium, such as a solid-state
memory, being physically moved from one place to another
place) and a transient medium (e.g., a propagating signal that
communicates the instructions 1124).

Certain embodiments are described herein as including
logic or a number of components, modules, or mechanisms.
Modules may constitute software modules (e.g., code stored
or otherwise embodied on a machine-readable medium or in
a transmission medium), hardware modules, or any suitable
combination thereof. A “hardware module” is a tangible
(e.g., non-transitory) unit capable of performing certain
operations and may be configured or arranged in a certain
physical manner. In various example embodiments, one or
more computer systems (e.g., a standalone computer system,
a client computer system, or a server computer system) or
one or more hardware modules of a computer system (e.g.,
a processor or a group of processors) may be configured by
software (e.g., an application or application portion) as a
hardware module that operates to perform certain operations
as described herein.

In some embodiments, a hardware module may be imple-
mented mechanically, electronically, or any suitable combi-
nation thereof. For example, a hardware module may
include dedicated circuitry or logic that is permanently
configured to perform certain operations. For example, a
hardware module may be a special-purpose processor, such
as a field programmable gate array (FPGA) or an ASIC. A
hardware module may also include programmable logic or
circuitry that is temporarily configured by software to per-
form certain operations. For example, a hardware module
may include software encompassed within a CPU or other
programmable processor. It will be appreciated that the
decision to implement a hardware module mechanically, in
dedicated and permanently configured circuitry, or in tem-
porarily configured circuitry (e.g., configured by software)
may be driven by cost and time considerations.

Accordingly, the phrase “hardware module” should be
understood to encompass a tangible entity, and such a
tangible entity may be physically constructed, permanently
configured (e.g., hardwired), or temporarily configured (e.g.,
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programmed) to operate in a certain manner or to perform
certain operations described herein. As used herein, “hard-
ware-implemented module” refers to a hardware module.
Considering embodiments in which hardware modules are
temporarily configured (e.g., programmed), each of the
hardware modules need not be configured or instantiated at
any one instance in time. For example, where a hardware
module comprises a CPU configured by software to become
a special-purpose processor, the CPU may be configured as
respectively different special-purpose processors (e.g., each
included in a different hardware module) at different times.
Software (e.g., a software module) may accordingly config-
ure one or more processors, for example, to constitute a
particular hardware module at one instance of time and to
constitute a different hardware module at a different instance
of time.

Hardware modules can provide information to, and
receive information from, other hardware modules. Accord-
ingly, the described hardware modules may be regarded as
being communicatively coupled. Where multiple hardware
modules exist contemporaneously, communications may be
achieved through signal transmission (e.g., over appropriate
circuits and buses) between or among two or more of the
hardware modules. In embodiments in which multiple hard-
ware modules are configured or instantiated at different
times, communications between such hardware modules
may be achieved, for example, through the storage and
retrieval of information in memory structures to which the
multiple hardware modules have access. For example, one
hardware module may perform an operation and store the
output of that operation in a memory device to which it is
communicatively coupled. A further hardware module may
then, at a later time, access the memory device to retrieve
and process the stored output. Hardware modules may also
initiate communications with input or output devices, and
can operate on a resource (e.g., a collection of information).

The various operations of example methods described
herein may be performed, at least partially, by one or more
processors that are temporarily configured (e.g., by soft-
ware) or permanently configured to perform the relevant
operations. Whether temporarily or permanently configured,
such processors may constitute processor-implemented
modules that operate to perform one or more operations or
functions described herein. Accordingly, the operations
described herein may be at least partially processor-imple-
mented, since a processor is an example of hardware. For
example, at least some operations of any method may be
performed by one or more processor-implemented modules.
As used herein, “processor-implemented module” refers to a
hardware module in which the hardware includes one or
more processors. Moreover, the one or more processors may
also operate to support performance of the relevant opera-
tions in a “cloud computing” environment or as a “software
as a service” (SaaS). For example, at least some of the
operations may be performed by a group of computers (as
examples of machines including processors), with these
operations being accessible via a network (e.g., the Internet)
and via one or more appropriate interfaces (e.g., an appli-
cation program interface (API)).

Throughout this specification, plural instances may imple-
ment components, operations, or structures described as a
single instance. Although individual operations of one or
more methods are illustrated and described as separate
operations, one or more of the individual operations may be
performed concurrently, and nothing requires that the opera-
tions be performed in the order illustrated. Structures and
functionality presented as separate components in example
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configurations may be implemented as a combined structure
or component. Similarly, structures and functionality pre-
sented as a single component may be implemented as
separate components. These and other variations, modifica-
tions, additions, and improvements fall within the scope of
the subject matter herein.

The performance of certain operations may be distributed
among the one or more processors, whether residing only
within a single machine or deployed across a number of
machines. In some example embodiments, the one or more
processors or hardware modules (e.g., processor-imple-
mented modules) may be located in a single geographic
location (e.g., within a home environment, an office envi-
ronment, or a server farm). In other example embodiments,
the one or more processors or hardware modules may be
distributed across a number of geographic locations.

Some portions of the subject matter discussed herein may
be presented in terms of algorithms or symbolic represen-
tations of operations on data stored as bits or binary digital
signals within a machine memory (e.g., a computer
memory). Such algorithms or symbolic representations are
examples of techniques used by those of ordinary skill in the
data processing arts to convey the substance of their work to
others skilled in the art. As used herein, an “algorithm” is a
self-consistent sequence of operations or similar processing
leading to a desired result. In this context, algorithms and
operations involve physical manipulation of physical quan-
tities. Typically, but not necessarily, such quantities may
take the form of electrical, magnetic, or optical signals
capable of being stored, accessed, transferred, combined,
compared, or otherwise manipulated by a machine. It is
convenient at times, principally for reasons of common
usage, to refer to such signals using words such as “data,”
“content,” “bits,” “values,” “elements,” “symbols,” “char-
acters,” “terms,” “‘numbers,” “numerals,” or the like. These
words, however, are merely convenient labels and are to be
associated with appropriate physical quantities.

Unless specifically stated otherwise, discussions herein
using words such as “processing,” “computing,” “calculat-
ing,” “determining,” “presenting,” “displaying,” or the like
may refer to actions or processes of a machine (e.g., a
computer) that manipulates or transforms data represented
as physical (e.g., electronic, magnetic, or optical) quantities
within one or more memories (e.g., volatile memory, non-
volatile memory, or any suitable combination thereof), reg-
isters, or other machine components that receive, store,
transmit, or display information. Furthermore, unless spe-
cifically stated otherwise, the terms “a” or “an” are herein
used, as is common in patent documents, to include one or
more than one instance. Finally, as used herein, the con-
junction “or” refers to a non-exclusive “or,” unless specifi-
cally stated otherwise.

What is claimed is:

1. A method comprising:

obtaining geospatial data at a server, the geospatial data

identifying a geographic area;

causing display of the geospatial data at a client device;

causing display of a base map at the client device, the base

map corresponding to the geographic area identified by
the geospatial data;

receiving user inputs identifying coordinate pairs on the

geospatial data and the base map, the coordinate pairs
being representable as points on the geospatial data and
the base map;

at the server, assigning a projection and a coordinate

system to the geospatial data based on the received user
inputs;
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at the server, applying a transformation to the geospatial
data based on the determined projection and the coor-
dinate system; and

generating a tile cache based on the transformed geospa-

tial data, the tile cache including the projection and
coordinate system.

2. The method of claim 1, the method further comprising

determining the projection and the coordinate system of

the geospatial data, at least based on metadata associ-
ated with the geospatial data, the metadata including a
coordinate pair corresponding to the geospatial data.

3. The method of claim 1, wherein:

the user inputs identify at least three coordinate pairs on

the geospatial data and the base map, the coordinate
pairs representable as points on the geospatial data and
the base map.

4. The method of claim 1, further comprising:

overlaying the geospatial data over a base map within a

graphical user interface, the base map corresponding to
the geographic area identified by the geospatial data
and including base images of one or more landmarks,
and the geospatial data being transparently overlaid on
the base image;

receiving user inputs that adjust a position of the geospa-

tial data over the base map such that the one or more
landmarks of the geospatial data and the one or more
landmarks of the base map share a location within the
graphical user interface; and

assigning the projection and the coordinate system to the

geospatial data based on the location within the graphi-
cal user interface.

5. The method of claim 1, further comprising

receiving a time stamp to assign the tile cache via a client

device, the time stamp corresponding to a time when
the geospatial data was gathered.

6. The method of claim 1, further comprising

assigning a time stamp to the tile cache, the time stamp

indicating a time when the geospatial data was
obtained.

7. The method of claim 1, further comprising:

accessing a third party server to retrieve the geospatial

data;

accessing the third party server to collect metadata cor-

responding to the geospatial data, the metadata includ-
ing the projection and the coordinate system of the
geospatial data;

retrieving a base map, the base map including a base

projection and a base coordinate system;

applying the transformation to the geospatial data,

wherein the transformation configures the geospatial
data to include the base projection and the base coor-
dinate system of the base map.

8. A non-transitory machine-readable storage medium
comprising instructions that, when executed by one or more
processors of a machine, cause the machine to perform
operations comprising:

obtaining geospatial data at a server, the geospatial data

representing a geographic area;

displaying the geospatial data at a client device;

displaying a base map at the client device, the base map

corresponding to the geographic area identified by the
geospatial data;

receiving user inputs identifying coordinate pairs on the

geospatial data and the base map, the coordinate pairs
representable as points on the geospatial data and the
base map;
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assigning a projection and a coordinate system to the
geospatial data based on the received user inputs;
applying a transformation to the geospatial data based on
the determined projection and the coordinate system;
and
generating a tile cache based on the transformed geospa-
tial data, the cache tile including the projection and
coordinate system.
9. The non-transitory machine-readable storage medium
of claim 8, wherein:
the geospatial data has associated metadata, the associated
metadata includes a coordinate pair corresponding to
the geospatial data, and the instructions cause the
machine to perform operations further comprising;
determining the projection and the coordinate system of
the geospatial data, at least based on the associated
metadata.
10. The non-transitory machine-readable storage medium
of claim 8, wherein:
the geospatial data lacks associated metadata, and
the user inputs identify at least three coordinate pairs on
the geospatial data and the base map, the coordinate
pairs representable as points on the geospatial data and
the base map.
11. The non-transitory machine-readable storage medium
of claim 8, wherein:
the geospatial data include survey images of one or more
landmarks, and the instructions cause the machine to
perform operations further comprising;
overlaying the geospatial data over a base map within a
graphical user interface, the base map corresponding to
the geographic area identified by the geospatial data
and including base images of the one or more land-
marks, and the geospatial data being transparently
overlaid on the base image;
receiving user inputs adjusting a position of the geospatial
data over the base map such that the one or more
landmarks of the geospatial data and the one or more
landmarks of the base map share a location within the
graphical user interface; and
assigning the projection and the coordinate system to the
geospatial data based on the location within the graphi-
cal user interface.
12. The non-transitory machine-readable storage medium
of claim 8, further comprising:
receiving a time stamp to assign the tile cache via a client
device, the time stamp corresponding to a time when
the geospatial data was gathered.
13. The non-transitory machine-readable storage medium
of claim 8, further comprising:
assigning a time stamp to the tile cache, the time stamp
indicating a time when the geospatial data was
obtained.
14. The non-transitory machine-readable storage medium
of claim 8, further comprising:
accessing a third party server to retrieve the geospatial
data;
accessing the third party server to collect metadata cor-
responding to the geospatial data, the metadata includ-
ing the projection and the coordinate system of the
geospatial data;
retrieving a base map, the base map including a base
projection and a base coordinate system;
applying the transformation to the geospatial data,
wherein the transformation configures the geospatial
data to include the base projection and the base coor-
dinate system of the base map.

10

20

25

30

35

40

45

50

55

60

18

15. A system comprising:

one or more processors of a machine; and

a memory storing instructions that, when executed by the
one or more processors, causes the machine to perform
operations comprising:

obtaining geospatial data at a server, the geospatial data
representing a geographic area;

displaying the geospatial data at a client device;

displaying a base map at the client device, the base map
corresponding to the geographic area identified by the
geospatial data;

receiving user inputs identifying coordinate pairs on the
geospatial data and the base map, the coordinate pairs
representable as points on the geospatial data and the
base map;

assigning a projection and a coordinate system to the
geospatial data based on the received user inputs;

applying a transformation to the geospatial data based on
the determined projection and the coordinate system;

generating a tile cache based on the transformed geospa-
tial data, the tile including the projection and coordi-
nate system; and

causing a presentation of a geographic information system
interface.

16. The system of claim 14, wherein:

the geospatial data has associated metadata, the associated
metadata includes a coordinate pair corresponding to
the geospatial data, and the method further comprises;

determining the projection and the coordinate system of
the geospatial data, at least based on the associated
metadata.

17. The system of claim 14, wherein:

the geospatial data lacks associated metadata, and
wherein

the user inputs identify at least three coordinate pairs on
the geospatial data and the base map, the coordinate
pairs representable as points on the geospatial data and
the base map.

18. The system of claim 14, wherein:

the geospatial data include survey images of one or more
landmarks, and the method further comprises;

overlaying the geospatial data over a base map within a
graphical user interface, the base map corresponding to
the geographic area identified by the geospatial data
and including base images of the one or more land-
marks, and the geospatial data being transparently
overlaid on the base image;

receiving user inputs adjusting a position of the geospatial
data over the base map such that the one or more
landmarks of the geospatial data and the one or more
landmarks of the base map share a location within the
graphical user interface; and

assigning the projection and the coordinate system to the
geospatial data based on the location within the graphi-
cal user interface.

19. The system of claim 14, wherein:

the coordinate module is further configured to receive a
time stamp to assign the tile cache via a client device,
the time stamp corresponding to a time when the
geospatial data was gathered.

20. The system of claim 14, wherein:

the coordinate module is further configured to assign a
time stamp to the tile cache, the time stamp indicating
a time when the geospatial data was obtained.
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